Using iSCSI Storage with Windows Home Server

With the removal of Drive Extender (DE) many people have been looking for alternatives for it in
WHS2011. Some are going the route of a DE replacement like Drive Harmony, others are looking into
Hardware or Software Raid, and some are looking at 3" party hardware devices like the Drobo. In this
article  am going to present a third option that the IT world has been using for a few years that can have
several advantages for the enthusiast and that is free SAN/NAS server that then connects to WHS2011
(or even other Servers/Desktops) using iSCSI.

Unlike traditional SANS which use expensive Fiber connections, iSCSI SANs use traditional
switches and network equipment to present remote storage like a local drive. What this means for you
is instead of Windows seeing the external storage as an SMB share i.e. Z: being a mapped drive from
\\NAS\Share it is presented as a true hard disk to the OS, that you can then partition, format and access
like a local drive. From personal experience this also gives you better performace due to being lower on
the OSI mode as the drive is seen more at the hardware level for |0 compared to the
presentation/application layer of SMB. In my case when | first started using this setup for local backup
disk storage for Backup Exec, it was cutting by backup times by more than 50% using the exact same
hardware and software just changing from SMB to iSCSI.

To start our project we going to build us a SAN (Storage Attached Network) using a Free Linux
based software package called OpenFiler, which you can download from www.openfiler.com. The

hardware requirements for OpenFiler are pretty low, you can pretty much run it on any leftover PC you
have or even a VM if you want to test it. At both work and home | actually am booting my OpenFiler
SANs off of 8GB USB stick (newer versions appear to want around 10GB for the install) for the boot
drive, leaving all of the attached hard drives available as SAN space. You can Google for these
instructions easily but the ones | have used multiple times are listed here:
http://forums.openfiler.com/viewtopic.php?id=2676. FreeNAS is another software package that
supports iSCSI and they will install to a USB automatically | just have not used it (during my initial testing

| ran into LDAP issues with our AD but for iSCSI only you will not need.) | will recommend if you are
going to be using multiple servers attached to the SAN that you have multiple NICs in the OpenFiler
server as well as 2 NICs on each server your connecting with plus a separate switch for the SAN
connections between the servers. One is to segregate your Disk 1/0 traffic from your network traffic,
but the second reason is so we can turn on MultiPath I/O on. MultiPath I/O build some fault tolerance
into the design so that a single network cable disconnected does not disconnect us from the disk
storage.

I have my OpenFiler Server setup to be accessed by 3 Servers, to increase robustness we have 4 nics on
the server. 1 for the management interface, and 3 are for iSCSI connections. On the servers | have 3
NICs on 2 of them and just 1 Nic on the 3" server just have 2 leaving my datacenter connections looking
like this following chart



OpenFiler Servers

LAN 172.16.0.0 255.255.0.0 SQL2_Portl  10.26.2.11  255.255.255.0
iSCSI_Lanl 10.26.1.0  255.255.255.0 SQL2_Port2  10.26.3.11  255.255.255.0
iSCSI_Lan2 10.26.2.0  255.255.255.0 Mail_Port1 10.26.3.13  255.255.255.0
iSCSI_Lan3 10.26.3.0  255.255.255.0 Mail_Port2 10.26.1.13  255.255.255.0

Hype_Portl  10.26.1.12  255.255.255.0

This gives 2 of the servers multiple paths for the iSCSI network but not the third server. Also due to the
way the SQL is set up on a cluster, it’s IPs for the Openfiler network are actually secondary IPs on those
NICs with the primary IPs pointing to another SAN we have for the shared storage space needed for SQL.

Once you have downloaded Openfiler either burn the ISO to a CD or USB key and boot the your new
SAN server off of it. You will get the following screen

openfiler

— To install or upgrade in graphical mode, press the

— To install or upgrade in text mode, type:

— Use the function keys listed below for more information.

[F1-Main]l [F2-Options] [F3-Generall [F4-Rernell [F5-Rescuel
hoot: _

Following the instructions here if wanting to boot off of a USB, otherwise hit Enter, the system will then
boot to the following screen



openfiler

openfiler
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Click Next,
Select your language and then Next

You might get a message stating that you disk will be formated click yet and you will get the following
screen

openfiler

Installation requires partitioning of your hard drive. By default, a partitioning layout is chosen which is reasonable for most users,
You can either choose to use this or create your own.

Remove all partitions on selected drives and create default layout o

Select the drive(s) to use for this installation.

sl

‘ + Advanced storage configuration

What drive would you like to boot this installation from?

[l Review and modify partitioning layout

E Belease Notes




Since | am building this in a VM | only have a 16GB partition so far but if you are just going to run off
your internal hard drives you will want to review and modify your partitioning layout by clicking the

check box. This is so that the you can make sure openfiler is not trying to take all of the hard drive for its
install.
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Click next for a few screen until you get to the network devices, you will probably want to at this time
add a static IP for the management connection as well as a host name.



openfiler == — 7

Network Devices

Active on Boot Device |Pvd4/Netmask |IPv6/Prefix Edit
|
| sthi  DHCP Auto

Hostname

Set the hestname:

® manually ISAN y-wing.net (e.g., host.domain.com)

Miscellaneous Settings

Gateway: |172 16.2.21 |

Primary DNS: |1?216.2.20 |

Secondary DNS:| 172 16.2.12] |

Belease Notes i Back | v Next

Click Next and select you timezone, root password and then click install to actually install the image.

After the install reboot as directed and you will get to the following screen

Community Support: http:r www.openfiler.comscommunity~forums~
Internet Relay Chat: server: irc.freenode.net channel: #openfiler

Welcome to Openfiler ESA, version £.99.1
Web administration GUI: https:rr172.16.2.199:446~

5AN login:

In your web browser type the Web Administration GUI address from the screen listed above and click
continue on the certificate issue that shows up. Sign in with a username of Openfiler and a passowd of



password. You will get a screen like below. For now click on the Systems TAB.

& Status  System Status - Windows Intermet Bxplorer

G-

i Favorites

| B Status: System Status

X | @ Yodafett's Home Server - F... | ™ lsueTrak 14048

0.00, 0.00, 0.00
El
I [ ey [ ey ey ey pyey
Status section
. . ® System O
System Information: SAN.y-wing.net (172.16.2.199) ystem Quetview
= ISCST Targets
8 FC Targets
Canorical Hostname SAN.y-wing.net Processors 1
Listening IP 172.16.2.199 Model Intel(R) Xeon(R) CPU X5560 @ 2.80GHz
Kernel Version 2.6.32-71.18.1.€l6-0.20.5mp.gCc4. 1.x86_64 (SMP) CPU Speed 2.79 GHz 3
Distro Name W openfiler NAS/SAN Cache Size 8.00 MB
System
Uptime 27 minutes S 5586
Current Users 1
POIDeyices: - Bridge: Intel Corporation 82371AB/EB/MB PIIX4 ACPI
Load Averages 0.00 0.00 0.00
- (2%) Ethemet controller: Intel Corporation 82545EM Gigabit Ethernet
Controller
. : - IDE interface: Intel Corporation 82371AB/EB/MB PIIX4 IDE
Device Received Sent Err/Drop
- ISA bridge: Intel Corporation 82371AB/EB/MB PIDX4 ISA
lo 0.55 kB 0.55 KB 0/0 — X o
- PCI bridge: Intel Corporation 440BX/ZX/DX - 82443BX/ZX/DX AGP bridge
etho 1.03 MB 258.35 kB 0/0 g p /X L =
- (32%) PCI bridge: WMware PCI Express Root Port
eth1 0.00 kB 0.00 KB 0/0
- PCI bridge: VMware PCT bridge
- SCst storage controllr: LS Logic / Symbios Logic 53c1030 PCI-X Fusion-
MPT Dual Ultra320 SCSI L4
- System peripheral: VMware Virtual Machine Communication Interface
- VGA compatible controller: VMware SVGA II Adapter
IDE Devices  none
SCSIDevices . NECVMWar VMware IDE CDROO (CD-ROM)
J - VMware Virtual disk (Direct-Access)
USB Devices  none
; Type Percent Capacity Free used Size
: Physical Memory - 6% 3.636B 234.80 MB 3.86 GB
)| - Kermel + applications " v 153.53 MB

@ Internet | Protected Mode: OFF G- R -

If you have added any NICs to the server go head and give them an address at this time, preferably on a
separate subnet than you regular data network. For this demo | am setting everything up on a single
network but show also how you can segregate your data with a second IP on your WHS yet still only
have 1 nicin it.

For now, in the Network Access Configuration add the IPs of the iSCSI adapter of the servers your going
to be connecting to it as well as the IP of the openfiler network adapter that you will be sending the data
through. If using onl a single IP on the OpenFiler server and on WHS2011 just put the IP of each PCin it.
(note iSCSI requires static IP)

Network Access Configuration

Delete MName Metwork/Host Netmask Type

(]

SAN 172.16.2.199 255.255.255.0 Share

&

WHS 172.16.2.198 Share

| |

255.255.255.0

[l Share [+]

New | 0.0.0.0




Next click on the Services tab and enable iSCSI target as well as Start that service

Service Boot Status Modify Boot Current Status Start / Stop
CIFS Server Disabled Enable Stopped Start
MNFS Server Dizabled Enahle Stopped Start
RSync Server Disabled Enable Stopped Start
HTTE/Dav Server Dizabled Enahble Running Stop
LDAF Container Disabled Enable Stopped Start
FTF Server Dizabled Enahble Stopped Start
I5CSI Target Enabled Dizable Running Stop
UFPS Manager Dizabled Enahble Stopped Start
UPS Manitor Disabled Enable Stopped Start
ISCSI Initiator Diszabled Enahble Stopped Start
ACFPI Dasmon Enabled Dizable Running Stop
SCST Target Diszabled Enahble Stopped Start
FC Target Disabled Enable Stopped Start
Cluster Manager Dizabled Enable Stopped Start

Next click on the volumes tab, You will first need to create a new physical volume group (think DE, this is
pooled storage) Click Volumes on the right hand side. In this a 40, 50, and 100 GB that | create as Raid
Members, then add all 3 of them as a striped array (RAID 0) via the Sofware Raid Menu Option



Software RAID Management

Array Level Array Size Device Size State Synchronization Manage Add Used In  Delete

/dew/md0  RAID-0 181.18 GB 0 bytes Clean Synchronized View members  All RAID partitions are used array¥G  Inuse

Create a new RAID array

No existing RAID pei
[\ adpsrons are

e found, or all
can

Member devices of array "/dev/md0” : RAID-0

Number Member Device Faulty Active Synchronized Spare Remove

0 0 fdevisdbl  NO YES YES NO Member
1 1 fdev/sdc1 NO YES YES NO Member
2 2 /devisddl  No YES YES NG Member

This gives me 181.19 GB of space. We then go to the Volume Groups menu on the left hand side and
add the new array to a Volume group (name it what you want) This has a few options, If you needed
drive space on WHS as well as 2 VM servers you wanted to run you could create 1 big SAN server
running on a Atom or I3 processor just to hold your data in a giant Raid 5 array and then carve out slices
of that array for your VMs/Home Server as needed (Making this a true SAN)

After this click on the Add Volume menu option on the right, and create a volume for the SAN to server
to the WHS, you will want to creat it as block for the Filesystem/Volume type for iSCSI. If you were
going to use the SAN against multiple PC you would want to carve out your spacing that yo would want
to assign to each PC at this point.

Create a volume in "array"

Volume Name (*no spaces®. Valid characters [a-z,A-Z,0-9]): SANDISK1
Volume Description: SANDISKL

185504
Required Space (MB): J

Filesystem / Volume type: block: (iSCSI,FC,etc) El

Create

After you create your volume then click the iSCSI targets menu on the right and click Add on the Target
IQN name



Add new iSCSI Target

Target IQN Add

iqn.EDDE-Dl.:Dm.Dpenfiler:tsn.Df28495584EE|

Click next on LUN Mapping, If you have created multiple Volumes you can now choose which volumes

to map to which LUNs. le if you want a server to always get 2 separate partitions you can map them
using a single LUN

Next click on the Network ACL tab, You will need to allow both the WHS server network adapter as well

as the OpenFiler Network adapter to have access to the IQN
iSCSI host access configuration for target "igqn.2006-01.com.openfiler:tsn.bf0191edbfe4"

Mame Network/Host Netmask Access

SAN 172.16.2.199 255.255.255.0 | Allow [=]
WHS 172.16.2.198 255.255.255.0 | Allow [=]

Next on you WHS you will need to allow the iSCSI service through the firewall

Allow programs to communicate through Windows Firewall

To add, change, or remove allowed programs and ports, click Change settings.

What are the risks of allowing a program to communicate? Change settings

Allowed programs and features:

MName Home/Work (Private]  Public  *
Certification Authority
O COM+ Metwork Access | o |5
] COM+ Remote Administration Od o
Care Networking
W] DFS Management
[ Distributed Transaction Coordinator O O
[ File and Printer Sharing
O HomeGroup O O
iSCSI Service
[J Key Management Service O O
[0 Netlogen Service O O
Metwork Discovery il
Details. Remove

[ Allow another program...




Then go to Start — Administrative Tools —iSCSI initiator. It will ask if you wish to start the service, say
yes. It will now be set to autostart the service on restart. Type the IP address of the SAN Server in the
Target field and hit Quick Connect.

-

i5C5] Initiator Properties @ |
Targets | Discovery | Favorite Targets | Volumes and Devices | RADIUS I Configuration |
Quick Connect
To discover and log on to a target using a basic connection, type the IP address or Ir

DMS name of the target and then dick Quick Connect.

Target: 192,168.0.99] [ Quick Connect... ] I
i
Discovered targets
[ Refresh ]
Mame Status 3

You should now get a window showing the IQN of the OpenfFiler Server click Done. Next check your
Favorite Targets to make sure that the IQN is listed there so it will try and reconnect on reboot.



The disk now shows up as a standard disk in device manager and can be managed as one

= Device Manager
File Action View Help

&= m HER

4 52 1GE8
b 1M Computer
.‘-u Disk drives
. .~y OPNFILER VIRTUAL-DISK 5CSI Disk Device
: 1._=.| ServerMirror
.- Display adapters
> -y DVD/CD-ROM drives
>.E'|ﬁ Human Interface Devices
Z= Keyboards
) B Mice and other peinting devices
A Monitors
- B¢ Metwork adapters
» Y Ports (COM & LPT)
b 2} Processors
b -%| Sound, video and game controllers
> -4 Storage controllers
b 1M Systern devices
p - E Universal Serial Bus controllers

Including in the WHS dashboard -

Server Folders Hard Drives AWIECO Drivelnfo
Mame . Capacity Used space
Hard drives
& o 60 GB 279 GB
i (Dv) 1337.2 GB 6293 GB
—m SAN Disk ()] 56.8 GB 0.1 GB

Free space Status

321 GE
7078 GB
56,8 GB

You now have an option to reuse that old PC in the corner to be used as a SAN for not just WHS but as

attached storage on a Windows 7 PC, ESX Server or



